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Abstract—Due to the proliferation of machine learning in
various domains and applications, Machine Learning Operations
(MLOps) was created to improve efficiency and adaptability by
automating and operationalizing ML products. Because many
machine learning application domains demand high levels of
assurance, security has become a top priority and necessity
to be involved at the beginning of ML system design. To
provide theoretical guidance, we first introduce the Secure
Machine Learning Operations (SecMLOps) paradigm, which
extends MLOps with security considerations. We use the People,
Processes, Technology, Governance and Compliance (PPTGC)
framework to conceptualize SecMLOps, and to discuss challenges
in adopting SecMLOps in practice. Since ML systems are often
multi-concerned, analysis on how the adoption of SecMLOps
impacts other system qualities, such as fairness, explainability,
reliability, safety, and sustainability are provided. This paper
aims to provide guidance and a research roadmap for ML
researchers and organizational-level practitioners towards secure,
reliable, and trustworthy MLOps.

Keywords—machine learning; operations; MLOps; SecMLOps;
security;

I. INTRODUCTION

Due to the continuous advancement of machine learning
(ML), many critical domains, such as healthcare, finance,
energy, and transportation, embrace this emerging technology.
Security is a paramount concern to be considered in ML-
based systems because security failures may severely impact
the system quality and our society in negative ways (e.g.,
unreliable or unsafe operations leading to human harm and/or
property damage). However, managing security in ML systems
is not straightforward and there exists intrinsic and extrinsic
challenges. Machine learning, particularly deep learning, has
been highlighted with the issue of lacking explainability,
interpretability, and transparency [1]. This concern is often
examined from legal and ethical views, and consequently has
raised questions in terms of the fairness and accountabil-
ity [2] of ML-based systems, especially for those related to
equality and diversity such as gender, race, or religion [3].
Although many researchers shed light on eXplainable Arti-
ficial Intelligence (XAI), aiming at explaining the decision-
making process behind ML models as a way of having more
trustworthy ML-based systems, considerable efforts are still
required to sufficiently understand how the ML model makes
decisions [4]. This lack of transparency in ML models sub-
stantially contributes to the effectiveness of stealthy adversarial
attacks [5]. A well-known example is that a small perturbation
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in the input that is imperceivable to human eyes can com-
pletely fool the ML model. Moreover, due to the complexity
of ML systems, adversaries often have larger attack surfaces to
exploit, and systems could face different threats throughout the
whole development lifecycle [6], [7], including data collection,
ML model training, and deployment. Practical attacks include,
but are not limited to, data poisoning attacks [8], adversarial
example attacks [9], and model theft [10]. Since the explain-
ability and transparency of ML models is still a challenging
problem [11] and sophisticated attacks are emerging [12], the
integration of security into the ML development lifecycle is
more important than ever, but has not yet received widespread
attention.

Building ML-based systems is a complex and iterative
process, requiring multidisciplinary efforts from experts with
different backgrounds. With the growing prevalence of ML
in various applications, the generation of ways to effectively
develop, deploy, and manage ML models in production is
needed. As a result, Machine Learning Operations (MLOps)
has been created as the paradigm to introduce automation
and monitoring at all stages of building an ML system,
including training, integration, testing, releasing, deployment,
and infrastructure management [13]. However, MLOps does
not clearly provide explicit consideration for security concerns
such as those described above. To address this issue, in this
paper, we introduce a novel paradigm called Secure ML Op-
erations (SecMLOps), by extending the MLOps with security
considerations in the same spirit as DevOps to DevSecOps or
SecDevOps [14]. We conceptualize and elaborate SecMLOps
under the framework of People, Processes, Technology, Gov-
ernance and Compliance (PPTGC), which gives full visibility
and control of the paradigm in the aspects of who performs
it, how to perform it, what to perform with, and under which
constraints. Establishing a paradigm to guide and support the
secure development and operations of ML systems provides
more than a one-time gain. To the best of our knowledge, this
is the first paper to conceptualize the SecMLOps paradigm
and discuss its associated challenges.

In this paper, our main contributions include:

• Proposing a conceptualization of SecMLOps under the
PPTGC framework;

• Discussing the challenges related to adopting SecMLOps
in practice and suggesting solutions to overcome them;

• Analyzing how the adoption of SecMLOps can impact
other qualities in ML-based systems including fairness,
explainability, reliability, safety, and sustainability.

127

2022 IEEE 22nd International Conference on Software Quality, Reliability and Security (QRS)

2693-9177/22/$31.00 ©2022 IEEE
DOI 10.1109/QRS57517.2022.00023



The rest of the paper is organized as follows. Section II
provides the necessary background of MLOps and the PPTGC
framework as the foundation for conceptualizing SecMLOps.
Section III describes a novel paradigm of SecMLOps under
PPTGC framework. Section IV discusses the challenges of
adopting SecMLOps in practice and suggests several solu-
tions to overcome these challenges. Section V scrutinizes
the impacts on other ML-based system qualities including
fairness, explainability, reliability, safety, and sustainability
when adopting SecMLOps. Related works are discussed in
Section VI. Finally, Section VII concludes and highlights
directions for future research.

II. BACKGROUND

This section gives the basic background to support the
establishment of the SecMLOps paradigm. Firstly, a review
of MLOps, which serves as the foundation for SecMLOps,
is presented. Then, an introduction on the People, Processes,
Technology, Governance and Compliance (PPTGC) frame-
work, which describes the primary aspects of the SecMLOps
conceptualization, is provided.

A. MLOps

Although Machine Learning Operations (MLOps) has re-
ceived growing interest from both industry and academia, it
is still a vague term [15], [16]. Despite this, the essential
core idea behind MLOps is to extend DevOps with ML-
specific considerations to ensure continuous delivery of high-
performance ML models in production [17], [15], [18].

Existing research has shed light on various specific aspects
of MLOps. Testi et al. [16] proposed the taxonomy for clus-
tering research papers on MLOps, namely ML-based software
systems, ML use case applications, and ML automation frame-
works. They also presented a framework for an ML pipeline
which includes ten steps: business problem understanding, data
acquisition, ML methodology, ML training & testing, con-
tinuous integration, continuous delivery, continuous training,
continuous monitoring, explainability, and sustainability.

The MLOps workflow or process, maturity level models,
tools, and platforms from both grey and scientific literature
are presented in [19], [20], and an additional comparison and
selection of tools for meeting specific requirements of MLOps
is presented in [21]. The ML workflow seems to reach a
general agreement, but there are no universal maturity level
models for MLOps. For example, Meenu et al. [20] presented
a MLOps maturity model from an academic view using
four stages: 1) Automated Data Collection, 2) Automated
Model Deployment, 3) Semi-automated Model Monitoring,
and 4) Fully-automated Model Monitoring. However, two
different industrial maturity level models from Google and
Microsoft are demonstrated in [19]. Trends and challenges
for MLOps are discussed from several diverse perspectives,
such as sustainability [22] and data-quality [18]. Kreuzberger
et al. [15] conceptualized MLOps by identifying the technical
components, principles, roles, and architectures. This work
gave a relatively complete picture of MLOps, specifically how

Figure 1. People, Processes, Technology, Governance and Compliance
(PPTGC) framework adopted from [23]

different roles follow the relevant principles, supported by
technical components, to implement the MLOps architecture.
Since SecMLOps is unavoidably based on MLOps, we have
chosen to adopt the work by Kreuzberger et al. [15], which is
the most detailed and explicit work we found on MLOps, as
the foundation upon which to conceptualize SecMLOps.

B. PPTGC Framework

The People, Processes, Technology, Governance and Com-
pliance (PPTGC) framework, shown in Figure 1, is extended
based on the People, Processes, and Technologies (PPT)
framework proposed in [23]. The PPT framework is widely
used in information technology topics such as product de-
velopment [24], knowledge management [25] and customer
relationship management [26]. Although the Governance and
Compliance aspect is often subordinated to processes [23],
we agree that it can be a category of its own due to the high
importance within the concept of DevOps variants. The people
aspect refers to the individuals or teams responsible for doing
the work, the roles that are involved, and the knowledge that
is required to do the work. The process aspect refers to ways
in which the work is done. The technology aspect refers to
the tools and platforms to perform specific tasks within the
work. Lastly, the governance and compliance aspect refers to
the standards or guidance that the work should follow and the
restrictions and limitations of the work in certain domains.
In our context, the PPTGC framework provides the primary
aspects to support the conceptualization of the SecMLOps
paradigm, and the work means to realize SecMLOps in ML
development and operations.

III. INTRODUCING SECMLOPS

In this section, we aim to introduce a new paradigm aimed
at explicitly considering security concerns throughout ML
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operations. The core concept of SecMLOps is proposed and
further expanded under each aspect of the PPTGC framework.

A. Our vision of SecMLOps

The core concept of SecMLOps is proposed below.

Concept. SecMLOps promotes the explicit consideration and
integration of security within the whole MLOps life cycle
to result in more secure, reliable, and trustworthy ML-based
systems.

This is a multidisciplinary effort composed from the as-
pects of people, process, technology, and governance and
compliance. As mentioned in Section II, our description of
SecMLOps in the subsequent sections is largely builds upon
the work by Kreuzberger et al. [15].

B. People

It is always people who make systems more secure. Accord-
ing to [15], the roles involved in MLOps include the business
stakeholder or product owner, solution architect, data scientist
or ML developer, data engineer, software engineer, DevOps
engineer, and ML engineer or MLOps engineer. Each role with
its purpose and related tasks in MLOps is briefly described
in [15]. In the following, we only focus on those roles and
responsibilities relevant for SecMLOps:

R1. Business Stakeholder (similar roles: Product Owner,
Project Manager). The business stakeholder controls the ML
systems security by developing high-level security strategies in
the business domain. This may require analysis from external
security experts in helping the business stakeholders set up
security objectives, understand the security requirements [27]
in the domains in which ML is applied, especially sensitive
domains such as healthcare [28] and cybersecurity [12]. The
business stakeholder also supervises the enforcement of those
security requirements by making security policies to guide ML
development and operations that the rest of roles should follow.

R2. Solution Architect (similar role: IT Architect). The
solution architect follows the security-by-design paradigm by
considering security thoroughly including when designing the
ML systems architecture, selecting technologies to be used,
and performing the ML systems evaluation. This may require
external security experts to identify attack surfaces, perform
threat modelling and risk analysis [29], [27], analyze possible
attacks, and provide general solutions to mitigate them.

R3. Data Engineer (similar role: DataOps Engineer).
Data engineers specialized in security or the internal security
experts have the knowledge of possible attacks that could
happen during data ingestion and feature engineering. Based
on the design solution by the solution architect (i.e., role
R2), they discover and implement the most suitable defences
and mitigations [30] to realize secure data ingestion and
management to result in desired datasets.

R4. Data Scientist (similar roles: ML Specialist, ML De-
veloper). Data scientists specialized in security or the internal
security experts have the knowledge of adversarial ML and
various training techniques [31], [32]. They design or optimize

R3 Data Scientist  
(ML model development)

R4 Data Engineer 
(Data management, 

data pipeline management)

R6 DevOps Engineer 
(DevOps skills, 

ML workflow pipeline orchestration,  
CI/CD pipeline management,  

monitoring)

R5 Software Engineer  
(applies design patterns 
 and coding guidelines)

R7 MLOps Engineer 
(Cross-functional management  
of ML environment and assets:  

ML infrastructure,  
ML models,  

ML workflow pipelines,  
data Ingestion,  

monitoring)

Knowledge of security
patterns and secure coding SecDevOps knowledge, secure

principles in ML workflow

Comprehensive security
and privacy knowledge on

IT and ML

R1 Business Stakeholders R2 Solution Architect

Adversarial ML, training
techniques for robusness 
and privacy-perservingSecure data ingestion and

data management

External Security expert Internal Security expert
Legend

Figure 2. Summary of the roles in SecMLOps and their necessary knowledge,
adapted from [15]

the ML algorithm to meet the security requirements demanded
by the solution architect (i.e., role R2), such as robustness and
privacy-preservation.

R5. Software Engineer. Software engineers specialized in
security or the internal security experts are aware of, and
follow, secure coding practices and guidelines [33] to lay a
foundation for secure and well-engineered ML-based systems.
They may need to refactor the code into a more sustainable
manner for the purpose of security management.

R6. DevOps Engineer. DevOps engineers specialized in
security or the internal security experts have knowledge of
SecDevOps [34]. They ensure the safety and security of
components to achieve the integration of ML development
and operations, such as continuous integration and continuous
delivery (CI/CD) automation, ML workflow orchestration, and
monitoring.

R7. MLOps Engineer (similar role: ML Engineer). MLOps
engineers specialized in security or the internal security ex-
perts have the comprehensive knowledge of security in ML and
IT. They communicate and manage the cooperation between
data scientists, data engineers, software engineers, and DevOps
engineers (i.e., roles R3, R4, R5 and R6) to maintain the
normal operation among interdisciplinary teams, in support
of better reaching the goal of secure and robust ML-based
systems. They are also responsible for handling incidents
whenever human intervention is needed.

Figure 2 summarizes these roles and responsibilities and
the necessary knowledge required for each role. Specifically,
there are two primary situations. The first is when external
security experts needed to assist the roles (e.g., R1 and R2)
and the second is when roles are specialized in security with
specific technical background (e.g., R3, R4, R5, R6, and R7).
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Depending on the organization size, budgets and application
domain, other mixed situations can happen. This role descrip-
tion acts as general guidance in achieving SecMLOps and
the organization should tailor the role arrangement based on
their specific needs, e.g., internal security experts may not be
required for every role.

C. Processes

Security engineering activities are encouraged to be per-
formed during the ML lifecycle to achieve secure and trustwor-
thy ML systems. We propose a security process framework for
SecMLOps in Figure 3. The proposed framework is built upon
existing automated ML pipelines introduced in [15] and [13].
Readers can refer to [15] for detailed description of the ML
end-to-end workflow. Here we only focus on the security
aspects throughout the process, and they are presented in three
stages: Design, Experiment, Production. We also describe
security aspects that are applicable to the Overall process.

1) Design: In the MLOps project initiation, when perform-
ing the business problem analysis to obtain and define the
business requirements, the overall security objectives (e.g.,
confidentiality, integrity, availability, privacy, etc.) and security
requirements of the ML system assets should also be defined in
terms of the current ML development and long-term operation
and maintenance. Since different levels of confidentiality and
privacy related to the data and the purpose of the application
would result in different levels of required protection, the
security requirements for the ML-related data and model
should be clearly stated.

During the requirements analysis, potential threats and
countermeasures in the entire ML workflow in a particular
business domain should also be identified and documented via
building ML security models such as ML attack surfaces [35],
threat models [7], [35], [36], and attack/adversarial models [7],
[35], [37]. This comprehensive understanding plays an impor-
tant role in achieving security-by-design at the architecture
design stage when it is less costly to make changes.

2) Experimentation: Based on the constructed understand-
ing from the previous security activities during the Design
stage, organization-level security policies should be estab-
lished, obeyed, and constantly updated during the MLOps
lifecycle. The security policies should define the system assets
that need protection and how to protect those assets from
potential threats, covering ML-related areas such as data
security and model security, as well as IT-related areas such
as physical security, personnel security, administrative security,
and network security [38].

Before exporting the model, security evaluation [6], [39]
on the ML model (e.g., using cleverhans [40], secml [41],
Adversarial Robustness Toolbox (ART) [42]) should be per-
formed to assess robustness of the ML system in the simulated
adversarial setting. For example, a list of attacks that are
identified as harmful with high likelihood to the ML systems
can be executed to test how systems react and check if the log
information can be used to trace back to the attack.

3) Production: In the production stage, the monitoring
component is vital to maintain the normal operation of ML
systems. Except for preserving the reliability of the ML
systems by maintaining the predictive quality especially when
handling uncertainty, the monitoring component should func-
tion as an anomaly detection mechanism to identify abnormal
situations. This is essential, especially for safety or security-
critical systems and applications, to ensure fail-safes in the ML
production. The monitoring component should also implement
incident responses guided by the security policies. When it
senses the systems might be under attack, it can react as de-
signed to minimize attack impacts, for example containerizing
the uncompromised ML systems to avoid further loss [43].
After the attack, human intervention by the MLOps engineers
(see Section III-B) should be involved to ascertain the root
cause of failure [43], and update the defences and policies to
cover more attacks.

4) Overall: During the whole process, it is important to
keep documenting useful knowledge in a shareable way. The
MITRE ATT&CK framework [44] is a well-known search-
able knowledge base of adversary tactics and techniques for
traditional software security. Similar curated repositories of
attacks against ML-based systems during lifecycle should also
be created [43], along with the defences and mitigation for the
incident respond. A great example of this is MITRE ATLAS
(Adversarial Threat Landscape for Artificial-Intelligence Sys-
tems) [45].

Some other aspects that could be documented include but
not limit to the approach to establish security policies and
their effectiveness; rationales of chosen and proven techniques,
tools, and platforms involved in the ML workflow; sound
metrics to evaluate the processes, and the level of capability
maturity model (CMM) of SecMLOps. The eventual goal is
to encode the accumulated knowledge and experience into a
catalogue of reusable solutions, such as patterns and security
patterns [46] so that people can continuously build on and
benefit from them.

D. Technology

Kreuzberger et al. [15] listed the technical components that
enable MLOps, including Google’s Vertex AI [47], Microsoft’s
Azure Machine Learning [48] and Amazon SageMaker [49],
just to name a few. For SecMLOps, we extend those com-
ponents with possible security controls. When building the
CI/CD component, systematic testing such as unit testing and
integration testing on both CI and CD components are neces-
sary to guarantee rapid and reliable operations. For example,
testing for CI can include ensuring model training convergence
and suitable integration between pipeline components. Testing
for CD can include the load testing of the service to capture
metrics such as queries per seconds (QPS) and model la-
tency [13]. Meanwhile, teams should use automation to replace
manual and/or error-prone tasks in the testing process as much
as possible.

The source code repository, feature store system, model
registry, and ML metadata stores are essential storage systems
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Figure 3. A security process framework for SecMLOps. Blue blocks show a simplified version of the MLOps workflow from [15] with identified security
considerations shown in green.

required in MLOps. Therefore, basic security controls guided
by security policies such as access control, encryption, and
logging functions (i.e., identity information, time, action, etc.)
should be equipped to protect from tampering, information dis-
closure, and repudiation threats. To ensure the security of the
model training infrastructure and model serving component,
the hardware and digital supply chain should be verified.

There are various tools and platforms for individual techni-
cal components in MLOps [15] and some companies also pro-
vide ML lifecycle management platforms to realize MLOps.
We provide a summary of these tools and platforms in Table I,

along with their main security features and compliance if
applicable. Take supervisely [52] as an example, it is a
commercial data prepossessing platform that embraces role-
based access control (RBAC), encryption of data at rest and
in transit, single sign-on authentication (SSO), virus scanning,
and network isolation as security features to protect from
adversaries. This platform is also compliant with GDPR and
HIPAA standards, which follows security practices and mea-
sures that ensures data confidentiality and privacy.

Different business domains require different levels of se-
curity management. Thus, to converge towards SecMLOps,
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TABLE I
A SUMMARY OF SECURITY CONTROLS IN TOOLS AND PLATFORMS FOR MLOPS

Use Name Status Main Security Features Compliance
Obtainable

Security
Documentation?

Data Preprocessing

Labelbox [50] Commercial Encryption at rest, SSO CCPA, GDPR, SOCII
and HIPAA Yes

iMerit [51] Commercial N/A ISO 27001, ISO 9001:2015,
GDPR, SOCII and HIPAA No

supervisely [52] Commercial RBAC, encryption at rest and in transit,
SSO, virus scan, network isolation GDPR and HIPAA Yes

Segments.ai [53] Commercial N/A ISO 27001 and GDPR No

Data Versioning LakeFs [54] Open-Source N/A N/A No

Delta Lake [55] Open-Source Access control,
encryption at rest and in transit CCPA and GDPR Yes

Feature Engineering

Tecton [56] Commercial SSO, access controls, IAM permissions
AWS-standard encryption SOCII and GDPR Yes

Feast [57] Open-Source N/A N/A No

HopsWork [58] Open-Source N/A N/A No

Rasgo [59] Commercial N/A N/A No

dotData [60] Commercial N/A N/A No

End-to-end
MLOps platform

MLflow [61] Open-Source N/A N/A No

managed MLflow [62] Commercial RBAC N/A Yes

Iguazio [63] Commercial RBAC, encryption at rest and in transit,
penetration test, vulnerability scan N/A Yes

Weights and Biases [64] Commercial RBAC, encryption at rest and in transit,
pentest, comprehensive security policies SOCII Yes

Polyaxon [65] Open-Source RBAC N/A OK

Vertex AI [47] Commercial SSO, encryption at rest and in transit,
authentication N/A OK

Amazon SageMaker [49] Commercial RBAC N/A OK

Azure Machine Learning [48] Commercial RBAC, encryption at rest and in transit,
vulnerability scan, network isolation N/A Yes

Snorkel [66] Open-Source RBAC, encryption at rest and in transit,
penetration test, vulnerability scan N/A Yes

the availability and configurability of security features and
controls should be considered as a critical factor when se-
lecting an MLOps tool or platform, especially for safety or
security-critical systems. For example, if the business domain
is data-sensitive (e.g., healthcare or finance), Google’s Vertex
AI [47] and Microsoft’s Azure Machine Learning [48] are
both furnished with role-based access control, vulnerability
scanning, and encryption mechanisms to protect data in transit
and at rest. However, in other domains, we insist that basic
security controls such as authentication and access control
should not be neglected, no matter whether choosing tools or
platforms available on the market or developing self-use tools.

E. Governance and Compliance

Due to the prevalence of ML in many critical domains and
applications, security has become a top priority and many
countries have taken incremental steps to legislate security
when developing ML systems [67]. For example, in the United
States, the SPY Car Act was introduced to enhance controls
on cybersecurity to all vehicles including automated driving
systems (ADSs). According to the law, it requires isolating

critical software systems from the rest of a vehicle’s internal
network and evaluating all vehicles using best practices. It
also asks for specifications to ensure the security of collected
information in ADSs when the data is on the vehicle, in transit
or in any off-board storage [67]. Therefore, securely devel-
oping and operating ADSs is obligated by law. Meanwhile,
the SecMLOps paradigm should be implemented under the
guidance of related laws and regulations to show the system’s
compliance to specific security requirements.

An organization should follow related standards and guide-
lines, as well as establish security policies that guide people
to protect assets in ML systems and workflows using suitable
methods and tools. ISO/IEC JTC 1/SC 42 [68] provides
standards that cover a large variety of topics under artificial
intelligence, including big data reference architecture and
data quality for analytics and machine learning. ETSI also
created several standards (e.g., ETSI GR SAR series [69])
to preserve and improve the security of AI/ML technologies.
Their standards on hardware for AI/ML, data supply chain and
mitigation against threats for ML-based systems are qualified
sources as technical guidance. For ML systems which are
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launched in specific nations or fields, there are data regulations
to comply with such as GDPR standards in Europe and HIPAA
standards for medical data. Globally, Europe made the first
step towards AI regulation by submitting the EU AI Act,
and Canada’s Directive on Automated Decision-making (the
Canada ADM Directive) was created followed by the Canada
AI White Paper [70].

Beyond the commonly used performance metrics, metrics
to evaluate how well SecMLOps is implemented should also
be built. Metrics are important as quantifiable measures to
assess the status of a system and can be used to support
compliance efforts. Specifically, they can provide evidence that
ML development and operations are maintaining compliance
with standards and regulations.

Such metrics should cover the aspect of people; more
precisely, the security knowledge of different roles and security
culture of the organization. For example, the following metrics
can be used:

• the percentage of people who completed security aware-
ness training;

• the percentage of people who attended activities related
to promoting security;

• current level of maturity in the Capability Maturity Mod-
els (CMM) [71].

The trend of these statistical metrics (increasing or decreasing)
can reflect whether a people-centric security culture is forming.
The maturity level of CMM can reflect the formality and
optimization of the existing process in promoting security and
evaluate the capability of these processes.

With respect to process and technology, the following
metrics could be used:

• the number of times security policies are violated;
• the number of times that significant performance drop is

due to adversarial attacks and (the number of times that
applying tools with security controls could have avoided
it).

• the time needed to find: (1) the root cause, (2) enforce
incident response, and (3) remediate identified issues.

Metrics for ML systems monitoring could include serving
latency, throughput, disk utilization, system’s up-time and
GPU/CPU usage and number of APT calls [21]. Lastly, metrics
on the effectiveness of the security policy should also be
established. Possible parameters include the coverage and
suitability of security policies. In all cases, it is imperative
that the selected metrics be sound, meaning that they can be
consistently measured in a reproducible, objective, and unbi-
ased fashion while providing contextually relevant, actionable
information for decision makers [72].

IV. CHALLENGES IN ADOPTING SECMLOPS IN PRACTICE

Now that we have conceptualized the SecMLOps paradigm,
we must carefully consider the practical challenges in adopting
the paradigm in practice. The challenges for adopting MLOps
still apply here as SecMLOps is built upon the foundation of
MLOps. Open challenges include, but are not limited to, a lack

of highly skilled experts for roles involved in MLOps, ineffi-
cient communication, managing voluminous and varying data,
scalability of the infrastructure [15], model retraining, and
monitoring [19]. In what follows, we discuss the challenges in
adopting SecMLOps by considering each aspect of the PPTGC
framework and provide our suggestions for overcoming them.

A. People

Overall, people underestimate and even downplay the role of
security in MLOps. Security activities are usually considered
to consume too much time and money, which often conflicts
with practical business pressures that are typically centred
on generating revenues related to the developed products
and solutions. This issue is exacerbated by the fact that a
system cannot be guaranteed to be absolutely secure even with
security controls applied. Furthermore, there is a perception
that the chances that a specific system will be the target of an
attack are often underestimated [73]. These issues often lead to
complacency and a lack of attention and care towards securing
the system. Therefore, it is generally difficult to form a security
culture at an organizational level. Another unfortunate fact
is that there is a constant shortage on security experts and
personnel, and security experts with an ML background are
even more rare. As a result, it is practically challenging to
fulfill all the roles described in Section III-B with internal or
external security experts.

Suggestions to Overcome the Challenges. Since many
ML-related attacks are evolving to be more sophisticated, there
is a need for an organizational commitment to continuous
learning, awareness, and mastery at the most advanced level
to understand those attacks and to make and use effective
defenses. It is recommended to offer related security training
programs for different roles. Activities in different forms are
also welcomed to encourage learning, such as security-related
topic days (e.g., security knowledge competitions), round-table
discussions, seminars, and poster fairs. Assembling AI red
teams to take an adversarial approach to expose vulnerabilities
with the goal of making the system stronger could also be
promoted. Some leading companies, such as Facebook, have
already done this [74]. However, the above activities come
at a cost and the organization should tailor plans based on
their size, budget, and need. Ultimately, the goal is to form a
culture of people-centric security and continuous learning and
awareness in the organization.

B. Technology

There are a decent number of tools and platforms available
(see Table I) for individual technical components involved in
MLOps such as data prepossessing, and the end-to-end MLOps
lifecycle. Readers can refer to [19] and [21] for detailed lists
of supportive tools.

We conducted a small empirical study by randomly se-
lecting 20 tools or platforms and scrutinized how obtainable
documentation related to their security features are on their
website. The results of this exercise are shown in the last
column of Table I. By obtainable, we mean whether it is
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straightforward to find information about security controls
(and standards compliance) in the tools or platforms webpage
(e.g., in the main page or in the documentation). The result
shows that 60% (12 out of 20) of them do not provide a clear
introduction on security features that can be easily navigated.
Among them, 75% (9 out of 12) of tools do not mention secu-
rity at all, and the remaining ones (3 out of 12) require some
non-trivial amount of effort to find documentation related their
security controls. As a result, there is a lack of MLOps tools
and platforms with well-explained security features. For those
platforms equipped well-defined enterprise-level security, the
associated cost of adopting such tools or platforms might be
unaffordable for some small or medium-sized organizations
with limited budgets.

Suggestions to Overcome the Challenges. We suggest
platform builders to put forth greater effort in explicitly
documenting and presenting security controls as one of the
key features in the platform introduction that can be easily
found and navigated by users and developers. For those tools
that do not have security controls, we encourage contributions
to fill the gaps, especially for those open-sourced projects.

C. Governance and Compliance

It generally requires a considerable amount of effort to be
compliant with regulations and standards. Take the Canada
ADM Directive as an example; it requires to conduct risk
assessment during the system development lifecycle and es-
tablish appropriate safeguards as proof of security in quality
assurance. However, it does not show how to do it and how
to demonstrate the effectiveness of doing it a certain way.
Similar challenges also apply when it comes to following
related standards. Additionally, choosing suitable standards for
organizations to follow is also demanding since many of them
cover broad topics and are still under development [68]. There
are many automated tools for checking GDPR compliance to
assist in privacy and data protection [75], but only few tools
are specifically designed for ML systems compliance (e.g.,
compliance.ai [76]).

Suggestions to Overcome the Challenges. We advocate
that more work should be put in explaining the AI regulation
and standards in terms of how to prove ML systems’ compli-
ance. For example, some real-world industrial use cases can
be demonstrated to show the whole process including what to
do and how to do it. Note that there may be differences in
terms of what needs to be done and how it needs to be done
system-to-system and the organization should adjust case-by-
case. In any case, there is a need on more detailed references
(the process depicted in Figure 3 may serve this propose) to
guide the compliance process. Further, automated tools for ML
systems compliance are encouraged to create and update, to
improve the efficiency of compliance checking.

D. Process

The challenges in the process aspect consist of challenges
from all other aspect because it requires people, technology,
and governance and compliance to be able to finish the

process. To be specific, security experts, usable and effective
technologies, and the ability to understand and show compli-
ance with applicable regulations and standards are necessary
to adopt and implement the SecMLOps paradigm in prac-
tice. Besides, ML systems development and operations (as
shown in Figure 3) is iterative and experimental. It requires
scalability, sufficient compute power, as well as versioning
functions that translate into complex infrastructure, which is
still challenging to manage and operate. Security as a non-
functional requirement is usually sacrificed to resolve the
conflicts between performance, time and expenses, with a
relatively high probability of leading to problematic times
during the production.

Suggestions to Overcome the Challenges. It is encouraged
to make efforts in solving all other aspects, and it can largely
alleviate the burden in completing the process in an effective
and manageable way. Having a detailed process with security
consideration and sticking to it is what SecMLOps requires,
and it is necessary for the organization to balance the trade-
offs in their specific context. Trade-off analysis methods [77]
are helpful for designers to understand the advantages and
disadvantages of requirements and/or design choices for a
system, therefore making reasonable balance between security
and other competing goals such as performance and usability.

V. IMPACT ON OTHER QUALITIES

The eventual goal of MLOps is to commercialize ML-
based systems, where security is a dominating quality to gain
customer trust. However, we must not lose sight of the fact
that there exist other qualities that need to be considered in the
development and operations of ML-based systems. Applying
security solutions has been shown to have positive effect on
other qualities, for example in blockchains [78] and Internet of
Things (IoT) [79]. In this section, we discuss the relationship
between security and other important qualities, including fair-
ness, explainability, reliability, safety, and sustainability. We
demonstrate how the adoption of SecMLOps impacts other
system qualities and vice versa.

A. Security and Fairness

Fairness in ML systems is getting more attention, as increas-
ing number of those systems are used in society-impacting
environments and have a direct influence in our lives. Different
sources of unfairness in ML have been identified as biases in
data, algorithms, and user interaction, and discrimination [80].
There are numerous real-world examples that shows the ex-
istence of bias in ML-based systems, such as in AI chatbots,
employment matching, and flight routing [81]. The methods
for fair ML are categorized as pre-processing, in-processing,
and post-processing [80], [82]. The first two categories have
the same spirit as mitigating certain adversarial attacks, for
example data poisoning, which is to sanitize data and modify
learning algorithms, respectively. Most works focus on reduc-
ing discrimination while maintaining a decent accuracy [83],
[84], but the effect of applying those techniques on the security
of the systems is rarely discussed. However, strengthening
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the security of ML-based systems seems to have a positive
impact on fairness, and adversarial training [85] has been
proven to be effective in mitigating unwanted biases in various
gradient-based learning models, including both regression and
classification tasks.

B. Security and Explainability

Explainability is acknowledged as an essential feature for
ML to be practically deployed in any critical system since it
determines how much trust and confidence domain experts and
users can put into the system. Considerable efforts have been
made in the eXplainable AI (XAI) field [11], [86]. XAI [87]
proposes creating a suite of ML techniques that result in “more
explainable models, and allow humans to understand, appro-
priately trust, and effectively manage the emerging generation
of artificially intelligent partners.” It is obvious that XAI has
a beneficial impact on ML security. Examples show that it
is successfully adopted as predictive maintenance to predict
machine errors or tool failures in manufacturing [88], and
as fault-detection in real chiller systems [89]. Because the
reasons behind how ML model acts are able to be explained
by XAI, it also benefits the governance and compliance
aspect in SecMLOps. Following the SecMLOps could help
release the burden of root cause analysis when unintended
explainability issues arise in ML-based systems. Despite that,
XAI unavoidably poses a threat to model’s confidentiality and
causes intellectual property exposure, since model stealing
exists even on black-box settings [90]. Works such as [91]
have been devoted to solving this problem.

C. Security and Reliability

Reliability in ML systems is defined as not only achieving
strong predictive performance, but also consistently perform-
ing well over many decision-making tasks involving uncer-
tainty, robust generalization, and adaptation [92]. Making
ML-based systems secure is the foundation to make them
more reliable. Moreover, security monitoring can be taken
advantage of to report uncertainty in the predictions and allow
systems to fail gracefully in abnormal situations to improve
reliability. Developing ML-based systems with security, safety
and reliability can eventually contribute the trustworthiness of
ML systems [93], and enable deeper integration of ML in
critical application domains such as healthcare, government,
and justice.

D. Security and Safety

ML security and ML safety cannot isolate one from another.
Hendrycks et al. [94] categorized ML safety problems as
robustness, monitoring, alignment, and systemic safety. Simi-
larly, Mohseni et al. [95] grouped safety-related ML research
into three strategies: (1) Inherently Safe Models, (2) Enhancing
Model Performance and Robustness, and (3) Run-time Error
Detection techniques. Their essential ideas largely overlap
and align with the goal of SecMLOps, including considering
safety early in the design phase, building ML-based systems
that can endure unusual, extreme, and adversarial events, and

monitoring ML systems to identify abnormal situations and
enhance reliability.

E. Security and Sustainability

A famous study by Strubell et al. [96] shows that training a
single, deep learning, natural language processing model can
cause carbon dioxide emissions as much as in the lifetime
of five cars. As reducing carbon emission becomes a global
commitment, sustainable AI or sustainability of AI is pro-
posed to “develop AI/ML that is compatible with sustaining
environmental resources for current and future generations;
economic models for societies; and societal values that are
fundamental to a given society” [97]. ML systems designed
under SecMLOps would require some extra efforts during
the design and experiment stages, but we conjecture that it
is beneficial to the ecological and economic cost in the long
term, since less re-engineering due to security issues is needed
and security mechanisms can be adopted and reused in similar
cases.

VI. RELATED WORK

Security considerations have been included in DevOps
(the most popular paradigm) as SecDevOps or DevSecOps.
SecDevOps and DevSecOps are two terms mostly used inter-
changeably in academia, although researchers tend to prefer
DevSecOps as the primarily used term. The fundamental idea
for DevSecOps is to integrate security practices or activi-
ties in the DevOps processes through increased collaboration
and communication between the development and operations
teams with the security team [34], [98]. Adoption challenges
are discussed by [99], [98], [100] in terms of tools, practices,
infrastructure and people or culture.

In general, the discussion related to securing the ML work-
flow is far behind the discussions related to utilizing ML as
a cybersecurity tool [101], [102], [103]. Among the works
of ML security, most are seeking to secure ML systems in
a specific application or improve the security or robustness
of the ML algorithm and structure by identifying threats and
proposing defenses [6], [7], [35], rather than securing general
development lifecycle of ML systems. Qayyum et al. [28]
formulated the ML pipeline for healthcare applications and
described vulnerabilities at each stage that raises security and
robustness challenges. Another paper [104] explore various
security and privacy threats and consequences of threats to
healthcare systems, as well as existing security measures and
their limitations. Similar work was also done for autonomous
vehicle systems [105]. Papernot et al. [106] provided a generic
model of machine learning applications and focused on ar-
ticulating a threat model for ML, and categorize attacks and
defences within an adversarial framework. Alternatively, our
work proposes SecMLOps and fills the gaps of the theoretical
guidance for considering and integrating security into MLOps
from the aspect of people, processes, technology, governance
and compliance.
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VII. CONCLUDING REMARKS

In this paper, we provided a conceptualization of the
SecMLOps paradigm, which extends MLOps with explicit
security considerations throughout the ML workflow and aims
towards secure, reliable, and trustworthy MLOps. Our vision
of SecMLOps is defined from the aspects of people, processes,
technology, and compliance and governance to give a complete
picture of the SecMLOps concept. Challenges in building
SecMLOps solutions with possible suggestions to overcome
them are discussed under the same aspects. As other qualities
are often required in ML systems, we examined how SecM-
LOps impacts other qualities including fairness, explainability,
reliability, safety, and sustainability.

We believe that SecMLOps is a future direction for MLOps
due to the increasing number of ML-based systems deployed
in the critical application domains requiring high-level of
security assurance. We acknowledge that further research
and development are required to fully realize our vision for
SecMLOps, and we believe that the solutions proposed in this
work provide a research roadmap towards achieving this goal.
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